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Abstract  

 
Land cover classification of remotely sensed images is the basis for many environmental and socio 

economic applications. Feature extraction plays a vital role in multispectral remote sensing image 

classification before classifying the image. In this paper, color features are extracted using HSV color 

histogram model to classify the land cover. The extracted features are trained and tested by supervised 

classifiers such as K Nearest neighbor, Decision Tree, RUSBoost, Random Forest, Support vector 

machine and Naive Bayes classifiers. The performance of the classifiers is compared based on the 

metrics accuracy and kappa coefficient. An IRS LISS IV orthorectified dataset is chosen as the input 

image for this experiment. It is observed that the random forest classifier outperformed when compared to 

other classifiers.  

1. Introduction 
 
Land cover refers the natural features and artificial constructions covering the land surface. The 

geospatial phenomena are varying over time and the land cover data has to be up-date periodically. Up-

to-date land cover knowledge is an important factor for the various planning authorities with 

responsibilities for the management of territory [1] [2].  Planners and land managers need accurate 

information to address land cover problems. Remote sensing is an important tool in wide areas of 

environmental research and planning. In particular the classification of spectral images has been a 

successful application for deriving land cover maps, assessing deforestation, real time fire detection, 

estimating crop acreage and production, monitoring of environmental pollution etc [3-6]. The overall 

objective of land cover image classification method is to automatically categorize all pixels in an image 

into different land cover classes. The classification algorithms are very essential for the success of the 

land cover classification process. A large number of classification algorithms have been developed and 

applied for classifying remotely sensed data [7]. The classification accuracy depends on the classifier(s) 

chosen. Some of the most commonly used supervised parametric and non-parametric classification 

approaches are Baysian Classifier, Decision trees, Support vector machines, K Nearest Neighbor 

Classifier, RUSBoost Classifier and Random Forest classifier etc [8, 9]. 

 

2. Frame Work 

A generic framework of classification methodology using supervised parametric and non parametric 

machine learning-based classifiers is given in Figure 1. This methodology is performed in two phases: a 

training phase and a testing phase. In the training phase, a classifier is trained using a set of historical (or 

training) data. Color feature vector extracted from the HSV color space model of training samples is used 

to train the various classifiers such as Baysian Classifier, Decision trees, Support vector machines, K 
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Nearest Neighbor Classifier, RUSBoost Classifier and Random Forest classifier.  The performance of the 

trained classifier is evaluated using a set of unobserved test signals in the testing phase. The classifier is 

loaded with the particular features selected in the training phase and features extracted from the test 

signals as shown in Figure-1. The classifiers return the class labels based on the prior learning of training 

samples and the classification accuracy depends on the selection of features. A feature vector of 81 bins 

generated by the HSV color model based Histogram is used as a feature vector to classify the image.  

 
 

 
Fig I Architectural model of the land cover classification method 

 
3. Classifiers 
The most commonly used supervised parametric and non parametric classifiers applied in this 
classification work are discussed here. 
 
3.1 k- Nearest Neighbor  
 
A k Nearest Neighbor (KNN) is a simple non parametric classifier that takes a decision about the test data 

by simply considering the k-nearest points in the training set. The classifier counts the members from 

each class in this set of k-nearest neighbors to test the input and classifies the test signal in the class 

having the highest members. The Euclidean distance is normally used as a distance metric to obtain the 

set of the nearest neighbors. However, kNN has several shortcomings such as its performance highly 

depends on the selection of k and pooling nearest neighbors from training data that contain overlapping 

classes is considered unsuitable [10,11]. 

 
3.2 RUSBoost  
 
RUSBoost eliminates the data distribution imbalances between the classes and improve the classification 

performance of the weak classifiers. RUSBoost is a hybrid data sampling and boosting algorithm. RUS 

(Random under Sampling) in RUSBoost method refers to random data extraction which means the 

method randomly deletes data from the training data set until the required balanced class distribution is 

achieved. RUSBoost is also considered as a kind of advanced data sampling technique. Boosting can be 

performed by re-weighting and re-sampling. Re-sampling is done according to the weights given to 

samples included in the training data set. RUSBoost method has both advantages and disadvantages. 

Data extraction in data distribution until the desired balance is achieved is a disadvantage where as the 

reduction of the time required for model training is an advantage [12, 13]. 

 

3.3 Decision Tree Classifier 

A decision tree classifier has a simple form that can be compactly stored and efficiently classifies new 

data. DT classifiers can perform automatic feature selection and complexity reduction and their tree 
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structure provides easily understandable and interpretable information regarding the predictive or 

generalization capability of the classification. To construct a classification tree by heuristic approach it 

must be assumed that a data set consisting of feature vectors and their corresponding class labels are 

available. The features are identified based on the specific knowledge that we have from the problem in 

hand. Decision tree techniques have been used successfully for a wide spectrum of classification 

problems in various fields. They are computationally efficient and flexible and also have an intuitive 

simplicity. They therefore have substantial advantages in remote sensing applications. One of the 

simplest alternatives to traditional classification systems is decision tree classification. The basis of this 

approach is establishing a set of binary rules that are applied sequentially to discriminate between 

different target categories. Those rules include thresholds on spectral bands but also on auxiliary 

information such as soil maps, slope or digital elevation model, and therefore are very flexible to different 

types of input data [14]. 

3.4 SVM Classifier 

Support Vector Machine (SVM) is a supervised nonparametric statistical learning method. The SVM aims 

to identify a hyper-plane that separates training samples into predefined number of classes [14]. In the 

simplest form, SVMs are binary classifiers that assigns the given test sample to one of the two possible 

classes. The SVM algorithm is extended to nonlinearly separable classes by mapping samples in the 

feature space to a higher dimensional feature space using a kernel function. SVMs are particularly 

appealing in remote sensing field due to their ability to successfully handle small training datasets often 

producing higher classification accuracy than traditional methods [15, 16].  

 
3.5 Random Forest Classifier 
 
Random Forest is based on tree classifiers. Random Forest grows many classification trees. To classify a 

new feature vector, the input vector is classified with each of trees in the forest. Each tree makes a 

classification and one can say that the tree “votes” for that class. The forest chooses the classification 

having the most votes over all the trees in the forest. Random Forest provides unexcelled accuracy 

among current algorithms, efficient implementation on large data sets, and an easily saved structure for 

future use of pre-generated trees. Random forest (RF) is becoming increasingly popular in ALS remote 

sensing [17, 18]. 

 
3.6 Naive Bayes Classifier  
The Naive Bayes (NB) classifier is a collection of independent classifiers based on Bayesian probability. 

The assumption is that the relation with the response classes is independent for every predictor. 

Therefore, instead of searching for the Maximum likelihood (ML) classifier hyper planes, a separate 

classifier is deducted for each predictor variable. Otherwise, NB is very similar to ML, in the sense that it 

is based on adjusting Gaussian kernels to the training data. The final hard classification in NB is based on 

selecting the classes with higher posterior probability. Only few studies have tested the ability of NB 

classification using remote sensing data [19].  

 

4. HSV color space Histogram based Color features 

Color features are normally represented by the color histogram. HSV color space histogram is used in this 

work since it is more perceptually uniform than other color spaces. The color conversion from RGB color 

space is HSV color space is performed before extracting features. The H, S and V values of HSV color 

space are combined together as given below (Eqn 1) and a feature vector of 81 bins is generated [20]. 
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                      (1) 

5. Study area and Dataset                           

The test is experimented on a remotely sensed IRS (Resouresat2 satellite) LISS-IV (sensor) orthorectified 

image supplied by National Remote Sensing Centre (NRSC), Hyderabad, Government of India. The 

image has been taken in January 2012 and is of size 552X414 pixels. LISS-IV image has a spatial 

resolution of 5.8m. For study purpose, bands 2, 3 and 4 of LISS-IV data (Green, red and near IR 

respectively) are combined together to form a RGB image. The remotely sensed image covers the area in 

and around Nagercoil city located in kanyakumari district in the state of Tamil Nadu in India. The ground 

truth of the study area has been taken from ENVI. 

              

Fig-II IRS RGB image and its Labeled Ground Truth 

 
 
6. Performance Metrics  
  
The classification based on HSV color model based histogram analyzed using various supervised 

classifiers such as Baysian Classifier, Decision trees, Support vector machines, K Nearest Neighbor 

Classifier, RUSBoost Classifier and Random Forest classifiers. The performance of these classification 

methods are analyzed using the metrics accuracy and Kappa coefficient and are described in the 

following tables (Table-I & Table II). The Comparison between all these classifications methods on the 

IRS dataset is also represented in the form of graphs (Fig-III & Fig IV). From the experiments it is proved 

that the   Random Forest classifier yields higher classification accuracy and outperforms other classifiers 

taken for study based on various metrics.  

 

Table-1 classification accuracies of various supervised classifiers 

CLASS KNN Baysian SVM RUSBoost Decision Tree Random Forest 

Water 0.941176471 0.902439024 0.960784314 0.970588235 0.970588235 0.970588235 

Uncultivated land 0.823529412 0.658536585 0.901960784 0.882352941 0.970588235 0.970588235 

Ground 0.81372549 0.658536585 0.794117647 0.803921569 0.941176471 0.990196078 

Vegetation land 0.941176471 0.853658537 0.921568627 0.87254902 0.911764706 0.990196078 

Urban  0.970588235 0.707317073 0.931372549 0.960784314 0.970588235 1 

Average Accuracy 0.898039216 0.756097561 0.901960784 0.898039216 0.952941176 0.984313725 

 

Table-2 Kappa coefficient of various supervised classifiers  

CLASSIFIER KNN Baysian SVM RUSBoost Decision Tree Random Forest 

KAPPA 0.646116894 0.254002911 0.665880503 0.654597551 0.843016545 0.947184466 
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Fig-III comparison of classification accuracies of various classifiers  
 

 

 

Fig-IV comparison of Kappa coefficient various classifiers  
 

7. Conclusion 

In this research we analyzed the classification of IRS dataset using various supervised parametric and 

non parametric classifiers. The classification task is modeled as a 81-feature, 5-class classification 

problem and it is observed that from Table 1 & 2 that the performance of parametric Random Forest 

classifier yields better result when compared  to all other classifiers in terms of overall accuracy and 

kappa coefficient.  
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